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ABSTRACT
In response to recent shifts towards open science that emphasize transparency, reproducibility, and access to research data, the US Geological Survey (USGS) conducted a study to assess the degree to which USGS data assets meet the FAIR data principles (Findable, Accessible, Interoperable, and Reusable). The USGS designed and applied a methodology for quantitative analysis of FAIR characteristics. A new rubric was derived from a crosswalk of existing FAIR evaluation frameworks and customized for the USGS. The rubric, consisting of 62 yes/no questions, was applied to 392 metadata records of USGS data products published between 1987 and 2022. Results were analyzed to show which FAIR characteristics were most and least present in the metadata and how these scores changed after the implementation of data policy requirements in 2016. Aggregated scores showed specific areas of strength and needed improvements. The greatest increases in FAIR scores over time were for elements that were required by new data policies, especially in the ‘Findable’ category. Based on the results, this paper presents strategies to further improve USGS alignment with FAIR. The suggested strategies are organized in four key areas: USGS data repository characteristics, training and communities of practice, data management policy considerations, and metadata standards, tools, and best practices.
INTRODUCTION
Recent shifts towards open science in both government and research spheres emphasize transparency, reproducibility, and public access to research data (OSTP 2022; Ramachandran et al. 2021). In the United States, the 2018 Foundations for Evidence-Based Policymaking Act, or Evidence Act (US Congress 2018), codified into law recent open data directives, including the 2013 Open Data Policy – Managing Information as an Asset (OMB 2013) and the 2017 OPEN Government Data Act (US Congress 2017). Additionally, Federal science organizations with a research budget greater than $100 million must develop a public access plan to guide implementation of open science directives (OSTP 2013). Collectively, these Federal policies have led to the widespread adoption of open data practices across government agencies.

The US Geological Survey (USGS) has a long history of making scientific data available to stakeholders and the public (FSPAC 2011). An early and consistent proponent of public access to data, the USGS publishes information products including scientific reports, data releases, real-time data streams, and online web tools. These products support scientific decision-making and facilitate reuse of data beyond their original purpose.

The USGS has established internal policies and workflows to help its scientists meet government requirements and has shifted its research culture to integrate data management activities into daily practices. The USGS Fundamental Science Practices (FSP) define comprehensive policies and procedures for ensuring the quality and integrity of USGS science (FSPAC 2011; FSPAC 2023). In 2016, the USGS added policies to the FSP that formally require the management of scientific data as strategic assets and mandate the public release of all scientific data supporting scholarly conclusions in publications (USGS 2017a; USGS 2017b; USGS 2017c; USGS 2017d). The 2016 USGS Public Access Plan, Public Access to Results of Federally Funded Research at the US Geological Survey, outlines the steps that the USGS planned to take to operationalize open data policies and best practices (USGS 2016).

Introduced by an international consortium of researchers and organizations in 2016, the FAIR Principles (Wilkinson et al. 2016) provide a framework for making scientific data Findable, Accessible, Interoperable, and Reusable. The FAIR principles can provide a concise and measurable strategy for improving data management practices and enabling effective data discovery and reuse. Organizations around the world are promoting and evaluating alignment with the FAIR Principles (for example, Clarke et al. 2019; FAIRsFAIR 2022; Jones et al. 2019; Peng et al. 2023; RDA 2020; Wilkinson et al. 2018). The current landscape and the need for harmonizing the different methods is well-described in Peng (2023) and references therein.

Two recent USGS projects focused on applications of the FAIR principles to data practices. The first was a workshop in 2019 that brought together data professionals from across the USGS to discuss actions that could improve alignment with FAIR. The resulting report, Opportunities to Improve Alignment with the FAIR Principles for US Geological Survey Data (Lightsom et al. 2022), contains more than 100 proposed strategies.

The second, the State of the Data project, is the focus of this paper. While the FAIR Workshop generated strategies based on workshop discussions, the State of the Data project sought to quantify and evaluate alignment with FAIR using standardized dataset assessments. The State of the Data project team created a peer-reviewed rubric that can be used to evaluate individual datasets against itemized elements of FAIR (Hutchison et al. 2023). The team applied the rubric to a sample set of 392 USGS data products and calculated FAIR scores based on the degree to which the datasets align with the FAIR principles. The sample set selection method is described in the ‘Methods’ section of this paper.

Two overarching goals guided the State of the Data project:

1. Develop a methodology for a quantitative analysis of the FAIR characteristics of USGS data and determine a baseline status for the current overall FAIRness of USGS data.

2. Based on the results of the analysis, propose strategies for how the USGS can improve its alignment with FAIR. The original methodology can be reused in the future to measure progress.
In addition, the following research questions informed the project’s methodology:

- To what degree have the recent USGS data policies affected compliance with the FAIR principles? That is, are there measurable differences between data published before and data published after the institution of Fundamental Science Practices for data management in FY2016?
- How well did the project’s results support observational understandings of the strengths and weaknesses of USGS practices? Do the project’s suggested strategies align with those described in Opportunities to Improve Alignment with the FAIR Principles for US Geological Survey Data (Lightsom et al. 2022), which were generated following discussions among USGS data management experts?

METHODS

OVERVIEW

The State of the Data project was conducted in two phases. The first focused on planning, methodology development, and a pilot project. Lessons from the pilot project were used to refine the methodology for the second phase, in which a custom rubric was developed and used to assess a sample set of public USGS data products.

Additional methodology details are available in the metadata of the associated data release (Hutchison et al. 2023).

The first phase of the project was conducted in 2020. We studied existing matrices and evaluation techniques for concepts including data maturity, AI-readiness, and FAIRness. Two matrices were selected to be tested in a phase one pilot project: National Oceanic and Atmospheric Administration’s (NOAA) Data Stewardship Maturity Matrix (DSMM) (Peng n.d.; Peng et al. 2015) and a draft AI-Readiness Matrix (Office of Science Technology and Policy (OSTP) Subcommittee on Open Science, unpublished data, 2019). A sample set of 163 public datasets was selected at random from ScienceBase, a USGS data repository (Hutchison et al. 2021), and evaluated against the DSMM and AI-Readiness Matrix.

In addition, a selection of FAIR evaluation frameworks was aggregated and organized into a crosswalk, to more comprehensively sample work already completed by various data communities (Clarke et al. 2019; Go FAIR n.d.; Habermann and Jones 2020; Jones et al. 2019; RDA 2020). The crosswalk identified and categorized elements that were shared across the evaluation frameworks.

In 2021, the sample set for the phase two evaluation was selected from across the USGS, rather than a single repository. We collected the sample set from the USGS Science Data Catalog (SDC), a metadata catalog that aggregates metadata from USGS science centers and programs (USGS n.d.-b). The purpose was to generate data that can be used to analyze USGS-wide trends.

The scope of this evaluation focused on the FAIR principles, instead of on the broader concepts of analysis-readiness, AI-readiness, and general data maturity. This decision was based on the need to evaluate a wide variety of datasets in a consistent and quantitative way. The scope was also influenced by existing USGS data guidance and resources. These include data and metadata checklists that support the required internal review process (USGS n.d.-a). The new rubric is intended to complement, not duplicate, these resources, so it addresses FAIR characteristics at a coarser level than those addressed in a comprehensive peer review.

RUBRIC CREATION

The USGS rubric was built from the crosswalk of FAIR framework evaluations from phase one. We took the list of characteristics from the crosswalk and converted it into a list of questions that have possible answers of ‘Yes,’ ‘No,’ and ‘Not Applicable.’ The list of questions was then customized for USGS practices and policies. The vast majority of USGS metadata records are in the Content Standard for Digital Geospatial Metadata (CSDGM) format (FGDC 1998); therefore, the rubric’s scoring guidance was specifically tailored for this format.

---

1 At the time of publication, the AI-Readiness Matrix was not available from the OSTP Subcommittee on Open Science.
We categorized the questions based on their level of importance for the FAIR principles, using the terms essential, intermediate, and advanced. Essential questions are necessary for FAIR data in the USGS. Intermediate questions are important and beneficial but not always necessary for every USGS data release. Advanced questions are useful and add FAIR value but may not be applicable or available for all USGS data releases.

Many decisions that impact the production of FAIR data are controlled by data authors; for example, decisions to use machine-readable file formats. Other FAIR characteristics, however, are determined by the repositories that host the data; for example, enabling machine or application programming interface (API) access to the data. We decided to separate the characteristics that were dependent on repository capabilities from the other characteristics in the rubric, so that data authors and managers could focus on the elements that are within their control. The set of repository-dependent characteristics are now listed in a separate tab in the rubric. Although they are important considerations for USGS data repository managers and decision makers, they may not be relevant considerations for data authors and reviewers.

The FAIR rubric is in Microsoft Excel Workbook format (Hutchison et al. 2023). There are separate tabs for each of the four categories of FAIR: Findable, Accessible, Interoperable, and Reusable. Scores are entered directly in the Workbook, which contains formulas that automatically calculate overall FAIR scores and populate a scorecard. After completion of the project, scores from all completed Workbooks were aggregated into a single tabular dataset (Hutchison et al. 2023).

Although Excel is not an open format, we decided to use it for data collection due to its availability, ease of use, and human readability. We also anticipated being able to use a script at the end of the process to parse the Excel files, aggregate the data, and share our results in an open, machine-readable format.

RUBRIC REFINEMENT

The rubric used for the phase two assessments went through multiple rounds of updates, based on reviews, calibration exercises, and quality control checks of data assessments.

The first draft of the rubric was peer reviewed by USGS data managers. We later organized a workshop with a small group of USGS data managers, many of whom review data and metadata for their science centers. Workshop attendees applied the draft rubric to a data release and discussed the process. We used their input and suggestions to inform updates and improvements to the rubric. We also expanded the rubric’s ReadMe tab to answer key questions and clarify points of confusion.

The rubric was then rigorously tested through several rounds of calibration checks to see if different assessors could score datasets in a consistent way. A group of eight USGS assessors scored the same five datasets independently and then compared scores. Questions with divergent answers were highlighted, measured, and discussed within the group to resolve differences. These calibration tests revealed significant discrepancies and led to the addition of two columns of scoring guidance within the rubric. The first described the specific conditions that define a score of 1, 0, and N/A. The second contained the specific fields in the CSDGM metadata standard that assessors should check to find their answers.

Throughout the dataset assessment process, we conducted regular spot checks on scores for consistency. Two members of the team independently assessed datasets that had already been assessed by others, and then compared the scores. Discrepancies were discussed and then reconciled. In some cases, clarifications or additional specifications were added to the scoring guides.

Because assessors enter their scores directly in the rubric’s Excel Workbook, the order of columns can affect ease of use. A usability study was conducted to determine the order of columns that would optimize user experience.

After the assessment period was completed, we followed up again with the attendees of the data manager workshop. Attendees used the final version of the rubric, which included the revised scoring guidance, to evaluate a dataset. We then compared their results to evaluate consistency and updated the scoring guidance as needed.

SELECTION OF DATASETS

We selected 392 metadata records from the USGS Science Data Catalog (SDC). Metadata records in the SDC describe data hosted across numerous data repositories, both internal and external...
to the USGS. The USGS has approximately 90 science centers or programs with metadata records cataloged in the SDC. We selected metadata records from each of these centers, with the goal of creating a sample set that represents a cross section of USGS data products.

Up to six records were selected from each center’s metadata collection. Metadata records were categorized by year for each center, and we randomly selected up to three that were published before 2017 and up to three that were published in 2017 or later. This allowed us to examine changes in FAIR scores in the periods before and after USGS data policies went into effect (USGS 2017a; USGS 2017b; USGS 2017c; USGS 2017d).

Each selected metadata record represents one USGS data release. The term ‘data release’ refers to the USGS publication format for digital data files, metadata files, and other supporting documentation, as described in the USGS Survey Manual chapter 502.8 (USGS 2017b). Some data releases contain multiple metadata records. In these cases, we evaluated only the part described by the selected metadata record.

We originally selected 400 metadata records from the SDC. Some records in the original sample set were removed due either to content type (e.g., metadata records associated with software releases instead of data releases) or redundancy (metadata records selected from the same data release). Most of these were replaced with other records from the same center and publication data ranges. In some cases, however, no other records were available from the same selection category. As a result, the total number of datasets assessed was slightly less than the original 400.

SAMPLE SET COMPOSITION

The sample set composition was designed to provide a representative view across USGS public data products; however, due to the large and complex structure of the USGS, a comprehensive representation was not achievable for this project. The following are contributing factors.

The ScienceBase data repository is the largest USGS repository by total holdings and has the most metadata records in the SDC, so it is the repository most represented in the sample set. The USGS Water Mission Area’s National Spatial Data Infrastructure (NSDI node) has the second most metadata records in the SDC and the sample set. At the time of the study, the NSDI node had its own website for data and metadata distribution. NSDI data products have since been moved into ScienceBase, so some FAIR scores may have changed (for example, the scores relating to landing page content).

The number of data releases published by individual science centers varies widely, often based on differences in center size and productivity. Some centers have fewer than six metadata records cataloged in the SDC, so fewer than six were selected for the sample set. As a result, not all centers are equally represented in the study. In addition, the number of published datasets in the USGS has increased over time, especially after recent USGS data policies (USGS 2016), so datasets published in 2017 or later are overrepresented in the sample set.

Lastly, all the metadata pulled from the SDC is in the CSDGM format. The USGS has published a relatively small number of data releases with ISO metadata records, and these were not included in the sample set.

ASSESSMENT PROCESS

The first assessments completed were those used for calibration exercises. These were included in the final dataset. Subteams were created for the rest of the assessments. Each subteam consisted of a team lead and two or three assessors. The leads were responsible for conducting quality control checks of the assessments and answering questions about the scoring process. Following the calibration period, five assessors completed the assessments for the datasets in the sample set.

DATA PROCESSING

Each assessment file contained the answers to 62 rubric questions. To prepare the assessments for analysis, we calculated the scores listed in Table 1. The 62 questions were organized in categories with different numbers of questions:
To compare scores for categories with different numbers of questions, we normalized all scores to a maximum of 100, taking into account the number of ‘Not Applicable’ answers. This means that each score can reach a maximum of 100, even if some of the rubric questions are not applicable.

$$\text{Score}_{\text{normalized}} = \frac{\text{score}}{(n\_questions - n\_NA)} \times 100$$

The processing scripts and resulting data are available in the associated data release (Hutchison et al. 2023).

RESULTS

The following results summarize the findings from the 392 dataset assessments. Interpretations of these results, in relation to USGS practices and policies, are described in the ‘Discussion’ section.

OVERALL FAIR SCORES

The overall FAIR scores represent the number of relevant ‘Yes’ and ‘No’ answers for each of the 62 rubric questions. The results presented here use the normalized scores scaled to a maximum of 100 and do not penalize scores for questions that are not applicable, as described in the data processing section.

The distribution of overall scores is shown in Figure 1. The mean score is 71, with half of the assessments falling between 67 and 76. The minimum score was 29 and the maximum score was 90. Examples of the top scoring datasets are shown in Supplemental File 3: Example Datasets.

<table>
<thead>
<tr>
<th>NUMBER OF QUESTIONS</th>
<th>Total FAIR score</th>
<th>Findable score</th>
<th>Accessible score</th>
<th>Interoperable score</th>
<th>Reusable score</th>
<th>Essential score</th>
<th>Intermediate score</th>
<th>Advanced score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>62</td>
<td>24</td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>37</td>
<td>15</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1 List of score categories, showing the number of questions in each. ‘FAIR’: Findable, Accessible, Interoperable, Reusable. For a list of all questions, see ‘Supplemental File 1: FAIR Rubric Questions’.

SCORES FOR FINDABLE, ACCESSIBLE, INTEROPERABLE, AND REUSABLE

Each overall FAIR score was broken down into four scores, one for each of the FAIR categories, also normalized to a maximum of 100 (Figure 2).

Findable and Accessible scores were the highest, with a mean of 86 and 85, respectively. Interoperable and Reusable mean scores were lower, with a mean of 62 and 45, respectively. Interoperable and Reusable scores also had a larger range, meaning that there was more variation between the datasets for how many questions in these categories received a score of ‘1’.

Figure 1 Horizontal box plot with overlaid data points showing all 392 overall Findable, Accessible, Interoperable, and Reusable (FAIR) scores. Each score is normalized to a maximum of 100 and does not take into account questions that are not applicable.
ESSENTIAL, INTERMEDIATE, ADVANCED SCORES

Each overall FAIR score can be broken down into the three designated levels of importance: Essential, Intermediate, and Advanced (Figure 3).

Scores for the Essential questions had a mean of 89, reflecting high percentage of ‘Yes’ answers. Intermediate category questions had a lower mean score of 56, and Advanced category questions had an even lower mean score of 24.

Intermediate and Advanced category questions may not be relevant to all datasets, but their lower scores indicate that there are areas for improvement.

SCORES BY PUBLICATION YEAR

The publication years of the dataset assessments range from 1987 to 2022 (Figure 4). Datasets were selected in order to examine pre-FSP policy and post-FSP policy scores (see the section ‘Selection Method’ for a description of these two groups).
For the overall dataset of FAIR rubric assessments, there is not a discernable increase in FAIR scores over time (Figure 5).

![Box plots and data points showing the total normalized Findable, Accessible, Interoperable, and Reusable (FAIR) scores for datasets by publication year.](image)

We also looked at scores by science discipline and hosting repository. The results for science discipline did not show significant trends and are not included here. Results by hosting repository were presented and discussed within the USGS. While important from an internal management viewpoint, a direct comparison between USGS repositories was not the emphasis of this paper, and we decided to publicly share results only on the collection as a whole.

**FAIR CRITERIA MOST OFTEN PRESENT**

**Questions with the highest number of ‘Yes’ answers**

Ten questions had either 100% or 99% of the datasets meeting the criteria (Table 2 and Figure 6).

Three rubric questions had 100% of datasets meeting the criteria. For these questions, all datasets received ‘Yes’ answers. The SDC requires the specific metadata fields that are addressed by these three questions, so it is to be expected that all datasets within the sample set met the criteria. Seven additional rubric questions had greater than 99% of datasets meeting the criteria.

<table>
<thead>
<tr>
<th>QUESTION ID</th>
<th>NUMBER YES</th>
<th>QUESTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_4.0.6</td>
<td>392</td>
<td>Is the following descriptive information included in the data release’s metadata? Data publication date</td>
</tr>
<tr>
<td>F_4.0.1</td>
<td>392</td>
<td>Is the following descriptive information included in the data release’s metadata? Title</td>
</tr>
<tr>
<td>F_4.0.2</td>
<td>392</td>
<td>Is the following descriptive information included in the data release’s metadata? Description (e.g., Abstract, Summary, Purpose)</td>
</tr>
<tr>
<td>F_4.0.11</td>
<td>391</td>
<td>Is the following descriptive information included in the data release’s metadata? Keywords</td>
</tr>
<tr>
<td>F_2.0</td>
<td>390</td>
<td>Is a separate identifier assigned for the data release’s metadata record?</td>
</tr>
<tr>
<td>F_2.1</td>
<td>390</td>
<td>Is the assigned identifier persistent?</td>
</tr>
<tr>
<td>F_2.2</td>
<td>390</td>
<td>Is the assigned identifier unique (i.e., has a unique value)?</td>
</tr>
<tr>
<td>A_1.1</td>
<td>390</td>
<td>Is this landing page publicly accessible?</td>
</tr>
<tr>
<td>F_4.0.10</td>
<td>389</td>
<td>Is the following descriptive information included in the data release’s metadata? Temporal information associated with the data release (e.g., start date and end date for when data were collected)</td>
</tr>
<tr>
<td>F_4.0.9</td>
<td>388</td>
<td>Is the following descriptive information included in the data release’s metadata? Geographic location(s) associated with the data release (e.g., coordinates)</td>
</tr>
</tbody>
</table>

Table 2: The 10 rubric questions with the highest number of ‘Yes’ answers.
**FAIR CRITERIA LEAST OFTEN MET**

Questions with the highest number of ‘No’ answers

There were 12 questions that had more ‘No’ than ‘Yes’ answers (Table 3 and Figure 7).

<table>
<thead>
<tr>
<th>QUESTION ID</th>
<th>NUMBER NO</th>
<th>QUESTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_5.0</td>
<td>392</td>
<td>Is the data release described using Resource Description Format (RDF)/linked data with community-recognized ontologies?</td>
</tr>
<tr>
<td>F_3.0</td>
<td>390</td>
<td>Are the authors/originators’ ORCID identifiers viewable (to humans) on the data release’s landing page?</td>
</tr>
<tr>
<td>F_3.1</td>
<td>379</td>
<td>Are the authors/originators’ ORCID identifiers provided in the data release’s metadata?</td>
</tr>
<tr>
<td>R_1.2</td>
<td>363</td>
<td>Is the approved USGS disclaimer statement present on the data release’s landing page?</td>
</tr>
<tr>
<td>R_2.3.2</td>
<td>359</td>
<td>Is the following information included with the data release’s metadata? Citation(s) to the citable (community recognized) guidelines or standards used to describe the data quality information (e.g., using ISO 19157)</td>
</tr>
<tr>
<td>A_3.0.2</td>
<td>321</td>
<td>Is the following information included with the data release’s landing page? Data distributor contact information</td>
</tr>
<tr>
<td>I_2.3</td>
<td>312</td>
<td>Are all data files in a format that is: Available in multiple file formats</td>
</tr>
<tr>
<td>R_1.3</td>
<td>296</td>
<td>Are recommended reuses present on the data release’s landing page? AND/OR Are known reuse limits included on the data release’s landing page?</td>
</tr>
<tr>
<td>R_2.2.2</td>
<td>291</td>
<td>Is the following information included with the data release’s metadata? Citation(s) to the citable (community recognized) guidelines or standards used to describe the process/methodology information</td>
</tr>
<tr>
<td>R_2.3.1</td>
<td>278</td>
<td>Is the following information included with the data release’s metadata? Detailed data quality information (e.g., data quality procedure documentation; data quality monitoring criteria during data collection, whether/how the completeness of the data files and their data values was evaluated)</td>
</tr>
<tr>
<td>R_1.1</td>
<td>265</td>
<td>Are recommended reuses included in the data release’s metadata? AND/OR Are known reuse limits included in the data release’s metadata?</td>
</tr>
<tr>
<td>I_4.1</td>
<td>209</td>
<td>Is information about data value consistency documented in the metadata?</td>
</tr>
</tbody>
</table>

**Table 3** The 12 rubric questions with the highest number of ‘No’ answers. ORCID: Open Researcher and Contributor IDs.

**Figure 6** Stacked bar chart showing the distribution of ‘Yes’, ‘No’, and ‘Not Applicable’ (N/A) answers for the rubric questions with the highest number of ‘Yes’ answers.
Questions with the highest number of ‘N/A’ or ‘Not Applicable’ answers

Examining the number of ‘Not Applicable’ answers is important for understanding the data (Table 4 and Figure 8). A higher number of N/A answers for a rubric question means a lower number of yes/no data points that can be used to draw conclusions about the results. For questions where most of the answers are N/A, the FAIR score should be considered less reliable as a contributing factor in assessing the FAIRness of a USGS data release.

<table>
<thead>
<tr>
<th>QUESTION ID</th>
<th>NUMBER 'NOT APPLICABLE'</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_4.0.8</td>
<td>359</td>
</tr>
<tr>
<td>F_4.0.7</td>
<td>349</td>
</tr>
<tr>
<td>I_6.2</td>
<td>316</td>
</tr>
<tr>
<td>I_6.1</td>
<td>313</td>
</tr>
<tr>
<td>I_3.1.2</td>
<td>197</td>
</tr>
<tr>
<td>R_2.1</td>
<td>188</td>
</tr>
<tr>
<td>I_3.1.1</td>
<td>162</td>
</tr>
<tr>
<td>I_3.6</td>
<td>109</td>
</tr>
<tr>
<td>R_3.0</td>
<td>80</td>
</tr>
<tr>
<td>I_3.3</td>
<td>58</td>
</tr>
<tr>
<td>I_3.5</td>
<td>57</td>
</tr>
</tbody>
</table>

Table 4 The 11 rubric questions with the highest number of ‘Not Applicable’ answers.
Questions with the most improvement

**Comparison of subsets published before and after data policy implementation**

We compared the datasets published before the 2016 data policies with those published after. The following list is sorted based on the measure of the change between the two groups (Table 5).

<table>
<thead>
<tr>
<th>QUESTION ID</th>
<th>CHANGE POST-POLICY</th>
<th>SCORE PRE-POLICY</th>
<th>SCORE POST-POLICY</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_1.1</td>
<td>55.3</td>
<td>44.4</td>
<td>99.6</td>
<td>Is the assigned <strong>identifier persistent</strong>?</td>
</tr>
<tr>
<td>R_1.0</td>
<td>42.3</td>
<td>37.9</td>
<td>80.2</td>
<td>Is an approved USGS <strong>disclaimer statement</strong> included in the data release's metadata?</td>
</tr>
<tr>
<td>A_4.1</td>
<td>40.7</td>
<td>54.8</td>
<td>95.5</td>
<td>Can users obtain the data release's <strong>metadata files</strong> by manual actions (human)</td>
</tr>
<tr>
<td>F_1.2</td>
<td>36.3</td>
<td>63.7</td>
<td>100</td>
<td>Is the assigned <strong>identifier unique</strong> (i.e., has a unique value)?</td>
</tr>
<tr>
<td>F_1.3</td>
<td>34.7</td>
<td>65.3</td>
<td>100</td>
<td>Is the assigned <strong>identifier viewable</strong> on the data release's <strong>landing page</strong>?</td>
</tr>
<tr>
<td>F_1.0</td>
<td>31.5</td>
<td>68.5</td>
<td>100</td>
<td>Is an <strong>identifier</strong> assigned for the data release and documented in the data release's <strong>metadata record</strong>?</td>
</tr>
<tr>
<td>I_2.1</td>
<td>25</td>
<td>64.5</td>
<td>89.6</td>
<td>Are all data files in a <strong>format that is: Non-proprietary</strong> (open format, i.e., accessible via free software)</td>
</tr>
<tr>
<td>A_2.0</td>
<td>23.5</td>
<td>75</td>
<td>98.5</td>
<td>Does the data release's <strong>identifier resolve</strong> to the human readable <strong>landing page</strong>?</td>
</tr>
<tr>
<td>I_6.1</td>
<td>15.7</td>
<td>70</td>
<td>85.7</td>
<td>If there are related data releases (other than source input datasets), are the <strong>relationships between the data releases: Documented</strong> in the metadata</td>
</tr>
<tr>
<td>I_2.4</td>
<td>15.1</td>
<td>83.1</td>
<td>98.1</td>
<td>Are all data files in a <strong>format that is: Expected</strong> or commonly used by the relevant research community</td>
</tr>
<tr>
<td>R_2.2.2</td>
<td>14.1</td>
<td>14.8</td>
<td>28.9</td>
<td>Is the following information included with the data release’s metadata? <strong>Citation(s)</strong> to the citable (community recognized) guidelines or standards used to describe the <strong>process/methodology information</strong></td>
</tr>
</tbody>
</table>
| I_3.3       | 10.2                | 60.4             | 70.6              | Does the data release's metadata contain the following information about the data release’s attributes? **Units** 

**Figure 8** Stacked bar chart showing the distribution of ‘Yes,’ ‘No,’ and ‘Not Applicable’ (N/A) answers for the rubric questions with the highest number of ‘Not Applicable’ answers.

**Table 5** The 12 rubric questions with the highest increase in ‘Yes’ questions after USGS data policy was implemented in 2016.
Eleven of the 62 questions address elements that are affected by the 2016 data policies (Figure 9). For example, F_1.1, F_1.2, and F_1.3 ask about the identifier assigned to the data. USGS policy now requires digital object identifiers (DOIs) for all data release products, and, as shown in Figure 9, the relevant scores increased.

**DISCUSSION**

**ANALYSIS OF RESULTS**

At the outset of this project, we expected that the overall scores for Findable and Accessible would be relatively high, due to the existing FSP guidance and best practices followed by many USGS repositories and data authors. The study results confirmed this (Figure 2). All but one of the rubric questions scoring 99–100% positive came from the Findable category; metadata elements that underpin this category are largely bibliographic and are generally less difficult to complete. We expected scoring for Interoperable and Reusable to be lower, as the metadata sections that support these categories are generally more nuanced, labor intensive, and subject to inconsistencies in interpretation by metadata authors. This was also observed in the study results.

Each question in the rubric was categorized into Essential, Intermediate, or Advanced, based on its perceived level of importance to the key characteristics of FAIR. The datasets performed relatively well on elements most vital for FAIR (Figure 3), which are often policy requirements for public release. The more advanced characteristics were less commonly employed, likely because they have more obscure applicability, with limited to no guidance or precedent in USGS data releases.

We expected FAIR scores to increase over time, especially for the periods before and after the implementation of the 2016 USGS data policies. The data release process has become more standardized since the release of those policies, and it is better supported by USGS tools and resources, such as those created for the ScienceBase data release process (Hutchison et al. 2021). While we did not observe significant changes in total FAIR scores over time within our sample set (Figure 5), a closer look at individual questions revealed interesting trends. Questions affected by policy, most of which are categorized in the rubric as ‘Essential,’ showed significant improvement in the periods before and after the data policies (Table 5 and Figure 9). These included questions relating to persistent identifiers, approved disclaimer statements, data file formats, and file accessibility.

**NOTES ON LIMITATIONS DUE TO THE SCOPE OF THE PROJECT**

USGS repositories differ in the technical capabilities that they offer to end users; for example, some provide programmatic access to data or checksums for data integrity. As described in the section ‘Rubric creation,’ we separated out the repository-dependent FAIR characteristics from the core set of questions in the rubric. Although this study focuses on the characteristics that data authors can control, there are additional actions that repositories and bureau-level managers can take to further improve FAIRness. These actions and considerations are listed.
within the rubric (Hutchison et al. 2023) and can be used as a basis for future discussions about repository capabilities within the USGS.

Data maturity and analysis readiness are important concepts that are not included in this analysis. We decided to focus on the FAIR principles instead of the broader concepts of analysis-readiness and data maturity. This decision was based on the need to evaluate a wide variety of datasets in a consistent and quantitative way. The USGS produces data products that are diverse in terms of data type, product complexity, and scientific discipline (e.g., imagery data, time series data, tabular data, geospatial data). A goal of this project was to quantify certain qualitative characteristics across datasets. To accomplish this, the new rubric needed to be broadly applicable, so that resulting metrics could be aggregated and analyzed. The concept of analysis readiness is broad and depends on variables such as data type, file format, subject matter, and intended use of the data (e.g., criteria for one file format may not apply to other formats, and a published dataset may be ready for ingest and use by one type of application but not others). The team decided that focusing on the FAIR principles was the most practical approach given our task and time frame. Future studies could focus more closely on specific data types or domains to provide useful guidance for optimizing their utility.

For notes on additional limitations of the study, see the ‘Sample set composition’ section of this paper.

**STRATEGIES FOR BETTER ALIGNMENT WITH FAIR PRINCIPLES**

Our analysis resulted in strategies organized around four key areas: USGS data repository characteristics; training and communities of practice; data management policy considerations; and metadata standards, tools, and best practices (Table 6). The column ‘FAIR Workshop proposed activity’ shows the strategies from Lightsom et al. (2022) that align with ours.

<table>
<thead>
<tr>
<th>STRATEGY</th>
<th>CATEGORY</th>
<th>FAIR WORKSHOP PROPOSED ACTIVITY</th>
<th>FAIR ELEMENT IMPROVED</th>
<th>LEVEL OF EFFORT</th>
<th>ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>R1</strong> Convene repository managers to develop core shared standards for presentation of/access to data and metadata via landing pages</td>
<td>Data Repositories</td>
<td>5–1 5–12</td>
<td>F,A</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td><strong>R2</strong> Move repositories towards standard processes, workflows, and services for intake of new data releases</td>
<td>Data Repositories</td>
<td>5–5 5–17 5–21</td>
<td>F,A</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td><strong>P1</strong> Reevaluate minimum characteristics for repositories to be considered for inclusion in the acceptable repositories list</td>
<td>Policy</td>
<td>5–1</td>
<td>F,A</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td><strong>P2</strong> Clarify requirements for and implementation of disclaimers, licenses, and constraints on use and access</td>
<td>Policy</td>
<td>2–1 2–2 2–14</td>
<td>A,R</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td><strong>P3</strong> Institute peer review process for comprehensive data management plans at project outset</td>
<td>Policy</td>
<td>7–2</td>
<td>A,R</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td><strong>C1</strong> Convene working group to improve data quality documentation practices in metadata</td>
<td>Community &amp; Training</td>
<td>–</td>
<td>R</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td><strong>C2</strong> Use community-based approach to define data dictionaries that support linked open data</td>
<td>Community &amp; Training</td>
<td>3–6</td>
<td>I</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td><strong>C3</strong> Convene repository managers to develop consistent practices for documenting version history and links between versions</td>
<td>Community &amp; Training</td>
<td>7–3</td>
<td>F,A</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td><strong>C4</strong> Consider developing training program for writing data management plans that anticipate and plan for FAIR requirements</td>
<td>Community &amp; Training</td>
<td>7–2</td>
<td>F,A,R</td>
<td>M</td>
<td>H</td>
</tr>
</tbody>
</table>

(Contd.)
REPOSITORIES

The USGS maintains multiple robust data repositories. Of the ten repositories represented in this study, seven are USGS assets.

Inconsistencies in what repositories choose to display for human readability on a data release’s landing page impact the extent to which a data release can fully meet Findable and Accessible criteria. For example, only 18% of the data releases sampled include distribution contact information on the landing page, and only 7% sampled included a standard USGS distribution liability statement for public datasets. This information is available from the metadata but would require a user to open the metadata file from the landing page to access it.

Strategy R1 asks that USGS repository managers develop a joint template or approach for the display of key metadata fields on landing pages. This aligns with the proposed activities of Lightsom et al. (2022), who call for ‘human-readable indicators on landing pages,’ particularly for quick identification of information that might not be included in the metadata. Examples of core landing page information that could be standardized across repositories include persistent identifiers for access, credit, citation, and use of data.

Strategy R2 is for USGS repository management teams to better standardize their ingest processes, workflows, and services for new data releases. This could help with consistency in display of author ORCIDs (Open Researcher and Contributor IDs), version history, and revision details of a dataset. These findings align with proposed activities from Lightsom et al. (2022) for ‘standardized curation methods in [USGS] repositories’ and the need for appropriate ‘funding and staffing to ensure that USGS repositories...are trusted, reliable, curated, and efficient.’
POLICY

Because of the variability between different data repositories, systems, and catalogs that are used for USGS data releases, it would be beneficial for a policy committee, working together with repository managers, to define the minimum criteria for designation as an approved USGS data repository (Strategy P1). There are two levels of approved status for USGS repositories: acceptable and trusted. USGS systems that have been designated as ‘acceptable repositories’ are generally considered to be mature; however, these systems could be encouraged to advance their capabilities and services to levels that would qualify them for USGS ‘trusted digital repository’ designation.

Policy committees could also address the inconsistent application and use of statements addressing licensing, access constraints, use constraints, and liability statements (Strategy P2). Licensing and access constraints are applied inconsistently in the sampled USGS dataset metadata. Many datasets do not specify a license, an outcome of the absence of a data license field in the CSDGM standard. For example, some USGS metadata authors attempt to address licensing in a narrative statement about access constraints, and will indicate a license statement, such as ‘Public Domain’ or ‘Creative Commons CC0,’ to indicate that the federally produced data product is freely available for unrestricted use.

We believe that moving from CSDGM towards the ISO 19115 suite of metadata standards, which explicitly define and distinguish between licensing of data and constraints upon use, will help address these challenges (see ‘Metadata’ section below).

Determining and specifying licensing, liability, constraints, persistent identifiers, and other fields often can be best addressed in the planning stage of a research project. Data management plans were officially required for all new research projects upon institution of the FSP data policies in 2016. However, decentralized oversight of data management planning and data agreements with non-USGS partners has led to inconsistency in format, extent, and formal review of data management plans. Strategy P3 is to develop minimum required elements for data management plans that would ensure thoughtful consideration of FAIR characteristics of the data at the outset of the research project.

These strategies align with several activities proposed by Lightsom et al. (2022), including establishment of policies for machine-readable licenses, approved and standardized language for constraints and disclaimers, and development of data management plans that will ensure findability of data.

COMMUNITY AND TRAINING

This section describes actions that can be applied through leveraging communities of practice and training programs. There are seven community and training strategies; the first two are discussed here.

Strategy C1 is for a working group to focus on improving data quality documentation practices, which could include defining minimum criteria for metadata fields and developing training to support best practices. Study results show a trend of inconsistent or incomplete documentation of data quality in our sample set. Some of the data quality results did not show an improvement over time, and some even showed a decline when we compared the subsets published before and after the data policies.

We hypothesize that this could be related to the dramatic increase in the number of data releases published following the new policy requirements. More metadata records are now being created by data authors who are newer to metadata creation and do not necessarily have dedicated time to spend on the task. Pre-policy, metadata records were more often written by a smaller, highly trained cohort of data managers working within those programs and centers with a long history of documenting and releasing data.

In the future, guidance and training could be specialized for both data authors, who have the most in-depth knowledge of their data quality processes, and data managers, who are often the dedicated metadata creators at their science centers.

Strategy C2 is to improve the interoperability of USGS data through the creation and use of enterprise and community of practice data dictionaries. USGS does not have an enterprise data dictionary, and except for a few large, real-time data systems, we have few data dictionaries
available within our major scientific domains. The result is that each of our datasets essentially has its own unique data dictionary, and efforts to assess interoperability are difficult.

While the percentage of assessments with data attribute labels and definitions in the metadata was relatively high (82% and 79% ‘Yes’, respectively), other important attribute descriptive elements were included less often, including the units of measure (65% ‘Yes’), the data value ranges (65%), the allowed data values (52%), and the means for assessing attribute value accuracy (55%) and consistency (46%) in the data values collected. The absence of these details in the metadata not only inhibits interoperability, even by manual means, but also introduces challenges for users in evaluating the fitness of the data for a particular use.

Many of the FAIR Workshop proposed activities call for teams to organize or create content to improve FAIRness, such as ‘create a team to develop or discover standard data dictionaries and provide them online to encourage their use and enable citation in metadata.’

A strong collaboration ethic in USGS communities of practice has supported activities addressing all components of the data lifecycle. The USGS Community for Data Integration (CDI) and its many working groups have been instrumental in bringing together researchers, data managers, policy experts, and IT specialists to identify and address challenges associated with data management and integration (Hsu et al. 2022; USGS 2023). We envision the CDI playing an important role in enacting some of the strategies in this section.

**METADATA**

There are five strategies described in this section; the first two are discussed below.

One consistent theme that emerged from this study is that the FAIRness of our data releases is limited in part by continued investment in an older metadata content standard – CSDGM – which has not been updated in more than two decades, and which does not readily support key FAIR principles such as the application and use of persistent identifiers and the ability to document and easily link together hierarchical and associative metadata records. For example, CSDGM does not include capabilities to uniquely associate authors with ORCIDs, organizations with identifiers such as ROR IDs (Research Organization Registry IDs), or vocabulary concepts with Uniform Resource Identifiers (URIs). While many of these identifiers can be inserted in text fields in the metadata, there are no semantic operators that enable machines to identify them as a type of unique persistent identifier, and to parse them accordingly.

**Strategy M1** is to move to more modern documentation standards with supported metadata creation tools that provide strong usability, employ governance of concept domains and controlled vocabularies, fully leverage persistent identifiers, and facilitate capabilities to detail relationships between and among data assets. **Strategy M2** describes an approach to facilitate this move: leveraging a metadata tool that uses a standards-agnostic language to enable interoperability with metadata standards, profiles, and workflows that meet USGS and Federal requirements. The USGS and other Department of the Interior bureaus are actively developing the mdEditor suite of tools (USGS and FWS n.d.) to accomplish these goals.

These strategies align with a key activity proposed by Lightsom et al. (2022) for ‘machine-actionable metadata [to] improve data discovery and reuse.’

**ADDITIONAL STRATEGIES**

Feedback from colleagues and partners describes the USGS FAIR rubric as labor intensive in its application. It requires a human reviewer to examine the metadata and the repository landing page of the dataset, determine a ‘Yes’ or ‘No’ response to each question, and manually enter that response in the spreadsheet. The common request we receive from users is to transform the rubric spreadsheet into an automated online tool that can evaluate and score each question without the need for significant human input. Projects that have successfully applied automated scoring to FAIR evaluations include Devaraju and Hurt (2021), Clarke et al. (2019), and Jones et al. (2019).

Automation would be relatively straightforward for 22 of the 62 questions in the rubric, as they are scored based on the presence or absence of content within the metadata or landing page, or by adherence to expected format or patterns (e.g., a valid URI or identifier). Automation of the rubric would be more challenging for the questions where content needs to be evaluated to check that it is complete, logically organized, and adherent to policy (e.g., data processing steps,
access constraints, or accuracy checks). A next step would be to explore machine learning and artificial intelligence applications to determine the feasibility of an automated tool that could be developed and then trained with exemplar data releases to recognize and appropriately score data releases.

Additionally, we recognized that lower scores for certain questions from the rubric were a consequence of broader issues, including improper interpretation of USGS policies, or incomplete or inadequate data management planning at earlier stages of the data collection effort. In many cases, the sampled data release might have performed better on certain FAIR factors if earlier consideration had been made about topics such as repository selection, legal issues surrounding access constraints, documentation of calibration and accuracy of tools and measurements, and use of existing data dictionaries to characterize certain data parameters. A next step to be considered would be to decompose the individual questions in the rubric and align them to the USGS Data Management Lifecycle (Faundeen et al. 2014), which could support the collection of important characteristics of FAIR data at the most appropriate time in the data lifecycle.

Finally, a follow-up study, or series of studies, could measure the progress towards more FAIR data. Such studies could take many forms, including:

- In the event of revisions to data releases sampled in the original study, re-analyzing those releases using the rubric to determine whether the revisions have improved their FAIR scores;
- expanding the number of data releases analyzed to further contextualize and confirm our standing with respect to FAIR;
- collaborating with individual USGS repositories to perform a deeper evaluation of holdings and to learn whether changes in repository practices and policies could improve FAIR scores; and
- working with data managers from individual USGS science centers and programs to perform FAIR analyses of their existing data releases and uncover trends and pathways towards improved FAIR scores.

CONCLUSION

The primary goal of the State of the Data Project was to develop and implement a methodology to assess the FAIRness of published USGS data products. Based on the results, we generated possible strategies for improving alignment of USGS data with the FAIR principles.

This list of strategies is designed to be targeted, practical, and an efficient use of resources. We believe that coordination across USGS repositories and support for migration to a more current metadata standard would provide a wide range of benefits and improve FAIRness in many of the elements we assessed. There is significant overlap between this project’s suggested strategies and those written by the FAIR Workshop team (Lightsom et al. 2022). We interpret this to mean that the two different approaches, one based on qualitative discussions and one on quantitative assessments, can both be effective ways to understand the state of USGS data and identify areas for improvement.

An important takeaway for us is that a quantitative FAIR assessment across a diverse range of data products is feasible and can provide useful insights. The fact that we focused exclusively on USGS data was helpful: the USGS publishes data products that have metadata in a standardized format and that have passed a rigorous review process. We benefited from a dedicated team of data managers who contributed significant time and effort to calibrate and document scoring guidance. Nevertheless, the limitations of our time frame and the diversity of the datasets necessitated a manual evaluation based largely on presence or absence of content. For future studies, we envision new opportunities for automation based on recent advances in artificial intelligence and natural language processing.
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